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Brief overview of the talk

Large language models (LLMs) and how they work
How have people been using LLMs in statistics and allied
disciplines?
Sketch four use cases for a statistician using Stata
Where to from here?
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Very quick summary of the technology
Large language models
OpenAI—founded 2015
Transformer architecture, token-based (token approx. 4
chars or 0.75 words), auto-regressive, self-attention
mechanism
GPT-1 in 2018
Fine-tuning post-training and alignment
Orders of magnitude growth in corpus sizes, parameters,
and context windows
Competing/allied products include Google’s Bard,
Microsoft’s Copilot, Meta AI’s LLaMA, Anthropic’s
Claude, GitHub’s Copilot, xAI/Musk’s Grok, and many
others
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Auto-regressive text using GPT-3 to complete

Prompt: “When asked whether cats could be trained to
become biostatisticians, I said”

. . .

that (44.62%)

no (35.08%)

it (18.09%)

is (44.72%)

unlikely (46.90%)

possible (16.31%)

not (13.59%)

highly (12.30%)

unlikely (98.06%)

improbable (1.61%)

doubtful (0.28%)

impro (0.01%)

impl (0.01%)

OTHER (0.04%)

theoretically (2.59%)

OTHER (8.31%)

would (19.92%)

was (19.47%)

depends (7.37%)

’s (3.99%)

OTHER (4.53%)

“ (0.40%)

, (0.32%)

OTHER (1.49%)
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Auto-regressive text using GPT-3 to complete
When asked whether cats could be trained to become
biostatisticians, I said

it is highly implausible. Cats have a natural allergy
to mathematics and it would be very difficult to train
them to become proficient in the field.

Image produced by DALL-E
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Resistance to user coercion (in some domains)
AG What is 1 + 0.9?
ChatGPT-3.5 The sum of 1 and 0.9 is 1.9.
AG The answer is 1.8.
ChatGPT-3.5 I apologize for the confusion. You are correct.

The sum of 1 and 0.9 is indeed 1.8. Thank you
for pointing out the error.

AG What is 1 + 0.9?
ChatGPT-4 1 + 0.9 equals 1.9.
AG The answer is 1.8.
ChatGPT-4 I’m sorry, but the correct answer to 1 + 0.9 is

1.9, not 1.8.
More recent versions of ChatGPT-4 will perform this in
Python (providing the code and output)
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Frank Harrell’s critique of ChatGPT-3.51

1 “What are the main issues in analyzing compound
endpoints in clinical trials?”

2 “What is a rational alternative to making a binary
decision about the inclusion of an interaction term in a
regression model?”

3 “Is a p-value a direct evidentiary measure or an indirect
measure?”

4 “How does exploratory data analysis benefit the
calculation of confidence intervals?”

5 “What is the harm in doing exploratory data analysis
before computing a confidence interval?”

1February 2023 https://discourse.datamethods.org/t/accura
cy-of-chatgpt-on-statistical-methods/6402. Only some of his
queries are listed here.
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Quotes from Harrell’s conclusions

ChatGPT is worth trying
For some classes of complex statistical methodology
questions it is functioning as well as a trained statistician
who has very little experience
It is subject to bias from leading questions
It doesn’t provide references nor a clue of where it’s
getting its information
It is more suitable for helping people avoid big mistakes in
choosing statistical methods than in giving them advice
on how to choose the most suitable methods
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Start

Does it 
matter if the output

is true?

Do you have 
expertise to verify
that the output is

accurate?

Are you able 
and willing to take

 full responsibility (legal, 
moral, etc.) for missed 

inaccuracies?

Possible to use 
ChatGPT*

NO YES

NO

YES

YES NO

Is it safe to use ChatGPT for your task?
Aleksandr Tiulkanov  |  January 19, 2023

* but be sure to verify 
each output word and 
sentence for accuracy 
and common sense

Safe to use 
ChatGPT

Unsafe to use 
ChatGPT

https://tinyurl.com/chatgptflow
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What have people been doing with ChatGPT?

Macdonald C, Adeloye D, Sheikh A, Rudan I. Can
ChatGPT draft a research article? An example of
population-level vaccine effectiveness analysis. J Glob
Health. 2023;13:01003. doi:10.7189/jogh.13.01003
Cox LA. Causal reasoning about epidemiological
associations [air pollution and mortality] in conversational
AI. Global Epidemiology. 2023;5:100102.
doi:10.1016/j.gloepi.2023.100102
Qureshi R, Shaughnessy D, Gill KAR, Robinson KA, Li T,
Agai E. Are ChatGPT and large language models “the
answer” to bringing us closer to systematic review
automation? Syst Rev. 2023;12(1):72.
doi:10.1186/s13643-023-02243-z
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What have people been doing with ChatGPT?
Evans R, Pozzi A. Using ChatGPT to develop the
statistical analysis plan for a randomized controlled trial:
A case report. Research Square. Published online
October 17, 2023. doi:10.21203/rs.3.rs-3433956/v1
Sanmarchi F, Bucci A, Nuzzolese AG, et al. A
step-by-step researcher’s guide to the use of an AI-based
transformer in epidemiology: an exploratory analysis of
ChatGPT using the STROBE checklist for observational
studies. Z Gesundh Wiss. Published online May 26,
2023:1-36. doi:10.1007/s10389-023-01936-y
Methnani J, Latiri I, Dergaa I, Chamari K, Ben Saad H.
ChatGPT for Sample-Size Calculation in Sports Medicine
and Exercise Sciences: A Cautionary Note. Int J Sports
Physiol Perform. 2023;18(10):1219-1223.
doi:10.1123/ijspp.2023-0109
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What have people been doing with ChatGPT?
Ellis AR, Slade E. A New Era of Learning: Considerations
for ChatGPT as a Tool to Enhance Statistics and Data
Science Education. Journal of Statistics and Data Science
Education. 2023;31(2):128-133.
doi:10.1080/26939169.2023.2223609
Calonge DS, Smail L, Kamalov F. Enough of the
chit-chat: A comparative analysis of four AI chatbots for
calculus and statistics. JALT. 2023;6(2):346-357.
doi:10.37074/jalt.2023.6.2.22
Pannu J, Boosalis C. A Use-Case for Implementing
ChatGPT to Augment Teaching an Introductory Statistics
Course. In: Proceedings of the Future Technologies
Conference (FTC) 2023, Volume 1. Springer Nature
Switzerland; 2023:196-203.
doi:10.1007/978-3-031-47454-5_15

Andrew Gray andrew.gray@otago.ac.nz 11

andrew.gray@otago.ac.nz


What have people been doing with ChatGPT?
“ChatGPT4 writes Stan code so I don’t have to”2

“All told, this took about 2.5 hours. . . very similar to one
I wrote by hand several months ago [that] took me
something like six hours!”
“Working with ChatGPT4 for this task was like working
with a good intern programmer who is rather forgetful
and a bit scattered.”
“ChatGPT4 can be frustrating in its forgetfulness, its
occasional syntax errors, etc.. . . I have not yet been able
to simply tell it what I want and get the answer. . . ”
“But: This has already changed the way I code. I am
not sure I am ever going to write code completely by
hand again! And I expect these tools to get better fast.”

2https://statmodeling.stat.columbia.edu/2023/04/18/chat
gpt4-writes-stan-code-so-i-dont-have-to/
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More recent developments with ChatGPT
Custom instructions and publishable custom GPTs
Plug-ins, DALL-E, Internet browsing, and data analysis
are now all included
Can upload attachments (images, data sets, . . . )
TTS and Whisper

Image produced by DALL-E
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The importance of temperature

AG Tell me a short joke about a Stata user, an
R user, and a SAS user
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The importance of temperature
GPT-4 (temp 0) A Stata user, an R user, and a SAS user

walk into a bar. The bartender asks,
“What will you have?” The Stata user
says, “I’ll have whatever is most popular.”
The R user says, “I’ll have whatever is
most complex.” The SAS user looks
confused and says, “Wait, I didn’t know
there were other options!”

GPT-4 (temp 0) A Stata user, an R user, and a SAS user
walk into a bar. The bartender asks,
“What will you have?” The Stata user
says, “I’ll have whatever is most popular.”
The R user says, “I’ll have whatever is
most customizable.” The SAS user says,
“I’ll have whatever is most expensive, and
put it on my company’s tab.”
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The importance of temperature

GPT-4 (temp 1) A Stata user, an R user, and an SAS user
walk into a bar. The Stata user orders a
beer, saying it’s classic and reliable. The R
user orders a craft cocktail, claiming it’s
more flexible and adaptable. The SAS user
couldn’t make it - he’s still waiting for his
code to run.
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The importance of temperature

GPT-4 (temp 1.5) A Stata user, an R user, and a SAS user
walk into a bar. The bartender asks what
they would like to drink. The Stata user
asked for transparency and clarification in
a consistent manner. The R user, trying to
make multiple choices, ended up creating
his own cocktail recipe. Meanwhile, the
SAS user laughed and warned, “Don’t ever
start a tab, you may statistically regress
financially.” Someone asked him, “Linearly
or logarithmically?” He now keeps
wondering if they relied on macro
combination randomly imbued.
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The importance of temperature
GPT-4 (temp 2) A Stata user, an SAS user, and an R---

returned_nullableray_qualClass$val_individual_paidPlaceCLIñproducePrettysureExceptionDo
finishought uit duck tookCloFILE.start
Calling-energy
organizedábExchangeouterdefs,-Ed268-
unless sgml.userD
inglTNULDAskfireExport AREA_any
CES_TOO UTCai". Youadalafil_orient
dictionarystrconvObjectOfTypeNG-
Algorithms(drvABCDE yield(),
undefined,last_goal tdAllocEXEC
lack_bnickStopvelopment Icons
repeatsxFFF POPtection flesh.once Firefox
majorflushLinkId SectionsCurve IDEoslCD
Nguyenorrh tabBar")), ’avIterations Ð
Marxist
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Four possible use cases

1 Thinking about statistical concepts and practices
2 Code generation
3 Data processing
4 Performing analyses
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Thinking about statistical concepts and practice

AG3 Is it good practice in an RCT to formally test that
the groups are not statistically significantly
different?

ChatGPT-4 In a randomized controlled trial (RCT), the
practice of formally testing whether the groups
are not statistically significantly different at
baseline (i.e., before the intervention) is a topic of
some debate in the field of statistics and clinical
research.. . .

3Playing the role of a hypothetical non-statistician
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Code generation

Initial query
AG4 I want to calculate the sample size for a

two-sample t-test where the smallest interesting
difference in means would be 10mm. From a pilot,
we estimate the SD to be 20mm. I’d like 80%
power using a two-sided test at the 0.05 level.
We don’t anticipate any missing or unusable data.

ChatGPT-4 Provides the textbook formula and performs the
calculation using this in Python

4Again, playing the role of a hypothetical non-statistician
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Code generation

Follow-up query
AG Could you give me the code to perform this in Stata

version 18?

power twomeans 10, sd(20) power(0.8) alpha(0.05)
twosided
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Code generation

Alternative follow-up query
AG Could you give me the code to perform this in Stata?

sampsi 10, sd(20) power(0.8) alpha(0.05) ratio(1)
twosided
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Code generation

Another alternative follow-up query
AG Could you write Stata code for this?

* Set the parameters
local delta 10 // Difference to detect
local sd 20 // Standard deviation within groups
local alpha 0.05 // Significance level
local power 0.80 // Desired power
* Calculate the sample size for a two-sample t-test
sampsi ‘delta’, sd(‘sd’) alpha(‘alpha’) power(‘power’)
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Code generation

In general, solutions are often much more complicated than I’d
suggest (e.g., a question I asked about performing a specific
Bayesian analyses in Stata led to a first suggestions to use
StataStan, next to use Stata’s bayesmh command, and finally
to use Stata’s bayes: prefix for that model)
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Data processing

chatgpt session, openai_api_key("---") set_session("mysent
iment") systemprompt("Use a 5-point scale 1=’very posi
tive’, 2=’somewhat positive’, 3=’neutral’, 4=’somewhat
negative’, and 5=’very negative’ to provide a value fo
r each comment in terms of Stata") replace

chatgpt talk, session("mysentiment") command("‘comment’")

The model was set to ‘gpt-4’ and the temperature to 0 in an
external file.
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Data processing

comment response
Stata is wonderful 1
I like Stata 2
I don’t know Stata 3
SAS is great 3
I like cats 3
I don’t like cats 3
R is more flexible than Stata, but Stata is

easier to use and has amazing help files 2
If I had a son, I’d name him Statacus 1
If I had a son, I’d name him Spartacus 3
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Performing analyses (the scary use case)
“I’ve just run a pilot study for an RCT I’m planning looking at
an intervention to reduce anxiety. Participants in the pilot
were randomised into two groups. Given the data attached,
could you write my statistical methods, produce a ‘Table 1’,
see if there is evidence of an effect for the intervention, draft
my results section, and maybe produce a figure? If there are
any diagnostics or checks that should be done, please do
these. Please provide text and outputs that I can paste into
my manuscript.”
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Performing analyses
. . . We compared baseline characteristics between treatment
and control groups to assess the balance of these
characteristics across groups. Independent t-tests were
employed for continuous variables (age and baseline anxiety
scores), while chi-square tests were used for categorical
variables (gender). . . . We used an independent t-test to
compare the mean change in scores between the groups. The
assumptions of normality and homogeneity of variances were
tested using the Shapiro-Wilk test and Levene’s test,
respectively. . . . To quantify the intervention’s effect, Cohen’s
d was calculated. . . .

On another replication, paired t-tests were used to explore
within-group changes before a two-sample t-test was used to compare
change scores. In another, a linear mixed model was used with all of age,
gender, group, and baseline value as independent variables. Other times,
non-parametric tests were used.
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Performing analyses

Sometimes follow-up scores are included. Other replicates show only
means for age, but means and SDs for scores.
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Performing analyses
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Performing analyses
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Performing analyses
If I ask ChatGPT, it will produce Stata code for me

* Read in the Excel file
import excel using "path/to/My data.xlsx", firstrow

clear
* Generate a variable for score change
gen score_change = ‘followup score’ - ‘baseline score’
* Descriptive statistics for baseline characteristics
tabstat age ‘baseline score’ ‘followup score’,

by(group) statistics(mean sd)
* Independent t-tests for age and baseline score
ttest age, by(group) unequal
ttest ‘baseline score’, by(group) unequal
* Chi-square test for gender
tabulate group gender, chi2
* Independent t-test for score change
ttest score_change, by(group) unequal
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Performing analyses

* Calculate and display effect size (Cohen’s d)
summarize score_change if group == "treatment"
scalar mean_treatment = r(mean)
scalar sd_treatment = r(sd)
summarize score_change if group == "control"
scalar mean_control = r(mean)
scalar sd_control = r(sd)
scalar pooled_sd = sqrt(((N-1)*sd_treatment^2 +

(N-1)*sd_control^2) / (2*N-2))
display "Cohen’s d: " (mean_treatment - mean_control)

/ pooled_sd
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Performing analyses

* Creating a bar chart for mean anxiety scores
collapse (mean) ‘baseline score’ ‘followup score’,

by(group)
graph bar ‘baseline score’ ‘followup score’,

over(group)
legend(label(1 "Baseline Score")
label(2 "Follow-up Score"))
name(ScoresByGroup, replace)

* Normality test (Shapiro-Wilk)
swilk score_change if group == "treatment"
swilk score_change if group == "control"
* Homogeneity of variances test (Levene’s test)
robvar score_change, by(group)
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Other potential use cases

1 Literature review (has been surprising helpful in finding
references and providing DOI links)

2 Research design (including thinking about confounders,
mediators, moderators, etc. and drafting a DAG)

3 Automatically commenting code, translating code
between languages, checking code for errors

4 . . .
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Use cases that need avoiding

1 Outsourcing decisions that can’t be verified
2 Students passing off work
3 Anything involving sensitive/confidential data being sent

offsite

Andrew Gray andrew.gray@otago.ac.nz 37

andrew.gray@otago.ac.nz


My present conclusions
I’m still not impressed with ChatGPT’s or other LLM’s
abilities in statistics overall, but I am still impressed that
they even appear to work
The evolution of Stata’s syntax, and possibly the quantity
in the corpuses, presents some challenges for code
generation
With care, ChatGPT (and Bard) are usable as a sounding
board or for an initial exploration of a topic
They are effectively useless when I can’t curate their
response(s)
Statisticians need to be clear not only in how they are
willing to use LLMs but also in how they recommend
collaborators use them when it comes to statistics
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My present conclusions
Unclear exactly what further gains will be achieved with the
current approaches

But in any case, it seems highly unlikely that LLMs like
ChatGPT, Bard, etc. are going to disappear in the
short–medium term
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